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Abstract
The third version of the Bottleneck-Bandwidth and Round-
trip (BBR) algorithm, BBRv3, is now the default CCA for all
of the public Internet traffic from google.com and YouTube.
In this work, we built upon our prior work [23] and examine
BBRv3’s ability to coexist with Cubic flows by taking loss,
in the form of explicit congestion notification (ECN) signals,
into account. Our evaluations reveal that, when ECN is en-
abled, a single BBRv3 flow can acquire more than ~99% of
the bandwidth even when competing with five Cubic flows.
Our findings have crucial implications for using BBRv3 in
the public Internet.
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1 BBR in the Public Internet
The Bottleneck-Bandwidth and Round-trip (BBR) congestion
control algorithm (CCA) models the network path between
a sender and receiver by periodically estimating the bot-
tleneck bandwidth and round-trip time (RTT) [4]. It then
uses that model to maximize the sender’s throughput—by
matching its rate to the measured bandwidth—and minimize
delay as well as loss—by matching the in-flight volume to the
bandwidth-delay product (BDP). In practice, the CCA essen-
tially converges with a high probability to Kleinrock’s opti-
mal operating point [12]. Today, BBR is the CCA for all public
Internet traffic served from google.com and YouTube [3].

The first version of BBR eschewed the use of loss as a signal
to rate control the sender, regardless of whether it was in the
startup phase or steady state. Several studies revealed that
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Figure 1: BBRv3 is quite unfair to Cubic, and, with ECN en-
abled, the BBRv3 flow quickly chokes the Cubic flow.

this design was aggressive in competition with loss-based
CCAs and highly unfair to them in shallow buffer scenar-
ios [1, 8, 10, 18, 22]. In 2019, the second version, BBRv2, took
loss into account to share bandwidth equitably with widely
used CCAs such as Cubic and NewReno [5, 6]. Independent
evaluations showed, however, that BBRv2 suffered from low
link utilization and was overwhelmed by loss-based CCAs
in deep buffer scenarios [11, 15, 19]. BBRv3, the most recent
version, shipped in July 2023 with optimizations to improve
its bandwidth convergence and fairness concerns [2]. We
simply ask whether these optimizations indeed facilitate an
equitable sharing of bandwidth with the widely used CCAs in
the Internet such as Cubic.
One of the fundamental changes in BBRv2, which has

remained intact in BBRv3, is the use of explicit congestion
notification (ECN) signals for adapting the sender’s delivery
rate. ECN allows routers along the network path between
a sender and receiver to mark a packet to signal impend-
ing congestion. To support ECN a router must use an active
queue management (AQM) policy. An AQM policy enables
the router to mark packets in its buffer—by setting the ECN
field in their IP headers to the Congestion Experienced (CE)
codepoint—for signaling an imminent packet drop and re-
duce the likelihood of that buffer becoming full. For this
CE codepoint to help the sender, the receiver must echo the
signal to the sender, via the ECN-Echo (ECE) field in the TCP
header. An ECN-aware sender, hence, tests ECN support at
the receiver during TCP connection establishment, and the
transport is deemed ECN-capable only when the endpoints
can successfully negotiate support. Per Google, BBRv3’s sup-
port for ECN, along with a few performance optimizations,
enables it to be fair towards loss-based CCAs [2, 3].

BBR’s ability to coexist fairly alongside widely used CCAs
such as Cubic has huge implications for its deployment in
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Figure 2: JFI and average bandwidth values for BBRv2 and BBRv3 w/ and w/o ECN. Neither versions share bandwidth fairly with
Cubic, albeit Cubic flows get a higher bandwidth w/o ECN than w/ ECN.

the public Internet. Our preliminary work1 showed, how-
ever, that BBRv3 is quite unfair to Cubic in various net-
work scenarios, albeit we did not test with ECN support [23].
With widely used OSes supporting ECN, several measure-
ment studies show widespread ECN adoption in the Inter-
net [13, 14, 20, 21]. In this paper, we, hence, investigate
whether BBRv3 can share bandwidth equitably with Cu-
bic (the default CCA in the Linux Kernel, and one of the
most widely used loss-based CCAs in the Internet) when the
endpoints as well as routers along the path use ECN for miti-
gating congestion. This study presents a first cut towards an
extensive evaluation of BBRv3 with ECN as an examination
of its suitability for deployment in the public Internet.

2 Approach
We set up a testbed with a dumbbell topology [23]. We used
two senders (BBRv2 and BBRv3 on Linux kernels v5.13.12
and v6.4.0, resp.) and one receiver; each host had 4 cores and
8GiB of RAM and they were connected via 25Gbps links.
We used tc [9] to (a) configure a bottleneck bandwidth of
100Mbps on the path, (b) introduce a round-trip delay of
100ms between the endpoints, and (c) implement RED [7] or
CoDel AQMs [16], as required, at the bottleneck. For CoDel,
we used a queue of size 1-BDP and marked the packets after
24.2ms of sojourn time. These settings are based on those
used by Google [6], but scaled appropriately for our testbed.
In Google’s experiments, for instance, the marking threshold
corresponds to the serialization delay for 20 packets on a
1Gbps link with 1ms RTT; it is essentially equal to 25% of
their queue size [6]. Unless otherwise mentioned, we used
DCTCP-style ECN marking recommended by BBR. We en-
abled TCP segmentation offloading (TSO) and large receive
offload (LRO) at the end hosts, but disabled them on the
bottleneck to limit the queue size to fixed packet sizes.

3 Is BBR fair to Cubic?
We start with a simple throughput test where we pit a BBRv3
flow against a Cubic flow. Per Fig. 1, the BBR flow does
not leave any bandwidth for the Cubic flow, and enabling

1https://inet-bbrv3eval.mpi-inf.mpg.de/

ECN, surprisingly, only exacerbates this unfairness. Instead
of DCTCP-style ECN marking, if we opt for RFC-3168 [17]
style (using RED queues), the BBR (v3 and v2) sender stalls
indefinitely. We omit this result due to space constraints.
To determine BBRv3’s fairness, we vary the number of

BBR and Cubic flows (between 1 and 5) contending for band-
width (for 300 s) and compute the Jain’s fairness index (JFI).
We repeat this trial thrice and compute the average of the
JFI values (Fig. 2); the figure also shows the aggregate share
of BBR and Cubic flows, below the averages. BBR does not
share bandwidth equitably with Cubic regardless of whether
ECN is used. Disabling ECN alleviates the unfairness, but
only marginally. Even when five Cubic flows compete with
a single BBR flow, the Cubic flows hardly receive any band-
width from the BBR flow; the Cubic flows, unfortunately,
only end up competing between themselves for the band-
width leftover by the BBR flow. BBR’s unfairness towards
Cubic remains consistent when we scale up the experiment
by increasing the counts of both BBR and Cubic flows in lock-
step. If we repeat the experiments using BBRv2 instead of
BBRv3, BBRv2 fares slightly better than BBRv3 in coexisting
with Cubic; BBRv3’s performance optimizations, unfortu-
nately, seem to have eroded the progress made by BBRv2 on
improving the fairness towards loss-based CCAs.

4 Concluding remarks
The BBR CCA has undergone three revisions in the past
seven years to improve its performance and its ability to
coexist with widely used CCAs, such as Cubic. Our evalu-
ations show, however, that the most recent version is still
highly unfair to Cubic, raising concerns about its use in the
public Internet. Redesigning BBR to be fair to loss-based
CCAs while maintaining high throughput and low delay
presents a significant challenge; we leave it to future work.
Our study, additionally, highlights an key challenge in eval-
uating CCAs: lack of a clear consensus on CCA evaluation
and/or benchmarking. We believe that it is a key source of
the discrepancies between our findings and those of Google
concerning BBR’s behavior. We hope that this work informs
the discussion on standardizing CCA evaluations.
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