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ABSTRACT
While the performance characteristics of access networks
and end-user-to-server paths are well-studied, measuring the
performance of the Internet’s core remains, largely, an un-
charted territory. With more content being moved closer to
the end-user, server-to-server paths have increased in length
and have a significant role in dictating the quality of ser-
vices offered by content and service providers. In this pa-
per, we present a large-scale study of the effects of rout-
ing changes and congestion on the end-to-end latencies of
server-to-server paths in the core of the Internet.

We exploit the distributed platform of a large content de-
livery network, composed of thousands of servers around the
globe, to assess the performance characteristics of the Inter-
net’s core. We conduct measurement campaigns between
thousands of server pairs, in both forward and reverse direc-
tions, and analyze the performance characteristics of server-
to-server paths over both long durations (months) and short
durations (hours). Our analyses show that there is a large
variation in the frequency of routing changes. While rout-
ing changes typically have marginal or no impact on the
end-to-end round-trip times (RTTs), 20% of them impact
IPv4 (IPv6) paths by at least 26ms (31ms). We highlight
how dual-stack servers can be utilized to reduce server-to-
server latencies by up to 50ms. Our results indicate that
significant daily oscillations in end-to-end RTTs of server-
to-server paths is not the norm, but does occur, and, in
most cases, contributes about a 20ms increase in server-to-
server path latencies.
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1. INTRODUCTION
The Internet is massively heterogeneous and also contin-

uously evolving, and thus, no one vantage point can cap-
ture the breadth of these changes [7]. Many recent studies
utilize vantage points located at end users to launch mea-
surement campaigns. These studies provide an end-user’s
perspective on performance of broadband Internet [42], ISP
bandwidth cap and throttling [30], download time for popu-
lar content primarily delivered by content delivery networks
(CDNs) [43, 37], offloading of services and computation to
the cloud [40, 20], and video streaming quality [4, 3, 19].
Tracking changes in the Internet’s core and assessing their
impact on network performance and operation, however, is
not as well studied.

A major obstacle to studying the state of the Internet’s
core is the limited set of vantage points that can be utilized to
support such a study. Looking glass servers [24, 9], many of
which are located at core routers, can offer visibility into the
core. They are, however, designed for testing basic reacha-
bility and not measure end-to-end path performance. More-
over, they are typically not suitable for frequent and large-
scale experiments. It is also challenging to collect end-to-
end measurements in both forward and reverse directions be-
tween two end points. Although a number of measurement
platforms, viz., PlanetLab, are available, their network cov-
erage is limited as most of the measurement servers on these
platforms are installed in residential and academic networks.
Other distributed platforms viz., RIPE Atlas, are widely de-
ployed and hence, provide better coverage. There are con-
cerns, nevertheless, about the accuracy of delay-based mea-
surements when using shared measurement platforms [21].
Cloud servers are also known to be over-utilized and virtual



machines can be transparently migrated to different physical
servers [25]; hence, these are not good vantage points for
accurate delay-based measurements.

Studying the performance characteristics of router inter-
connections between networks in the Internet’s core at scale
would require the installation of thousands of physical servers
around the globe at a diverse set of peering locations includ-
ing colocation centers, datacenters, Internet exchange points
(IXP), as well as inside eyeball networks. While the idea of
installing servers in a number of locations for Internet mea-
surements is not new and has been shown to provide good
insights [35], the investment that is required to install servers
in a large number of peering locations and networks is pro-
hibitively high.

In this paper, we investigate the state of the Internet’s core
at scale. To this end, we report on a unique view of the In-
ternet’s core by utilizing thousands of servers deployed by a
large commercial CDN. We routinely performed server-to-
server measurements for more than 16 months, in both for-
ward and reverse direction, and report on the state of the In-
ternet core from a service provider perspective. In particular,
we study the affect upon server-to-server round-trip times of
(1) routing changes, and (2) significant daily oscillations in
latency, herein called congestion. Our work provides a com-
plementary view of the Internet at a scale that is currently
difficult to obtain by performing measurements at the edge
of the Internet.

The contributions of this paper are as follows:

• We study the effect of routing changes in the core of
the Internet on hundreds of thousands of server-to-server
paths over both long and short time scales. In our data,
the performance degradation due to routing changes is
typically low. 4% (7%) of routing changes on IPv4
(IPv6), however, increase RTTs by at least 50ms for at
least 20% of the study period.

• We use delay-based methods described in [17, 27] to
analyze hundreds of thousands of server-to-server pairs
for congestion events, use a preliminary router owner-
ship technique to infer the ASes operating the routers
involved, and characterize the links based on the ASes
and relationships inferred. In our data, congestion is
not the norm in the Internet’s core, but when it occurs,
we detect it in the interior of networks as well as on
the interconnection between two networks. In the con-
text of the latter, the congestion occurs more often on
private peering links. Congestion, in most cases, con-
tributes about a 20ms increase in server-to-server path
latencies.

• Complementary to other studies such as [16], we find
that the overall server-to-server path performance over
both IPv4 and IPv6 protocols is converging. We also
highlight opportunities to reduce server-to-server path
latencies by up to 50 ms, using dual-stacked servers.

Although the results presented in this paper are based on
a large-scale study that involves thousands of vantage points

located in diverse networks, as close as possible to the core,
we do not argue that the data sets offer a representative view
of the Internet’s core. We hope that this study will inspire
other follow-up efforts, each presenting different views of
the complex role of the Internet’s core, that can be comple-
mentary to this work.

2. DATA SETS
The data sets in this study were obtained from servers

of the measurement platform of a large commercial CDN.
The CDN operates servers in more than 2000 diverse loca-
tions including colocation centers, Internet exchange points
(IXP), datacenters and hosting facilities. At each location
there may be one or more server clusters. Most of the servers
are dual-stack systems, supporting both IPv4 and IPv6. The
CDN operates approximately 10K server clusters and 150K
servers around the globe.

For operational reasons, one server at each cluster is uti-
lized to perform measurements (traceroutes and pings) to
DNS servers and other CDN servers. These measurements
serve as input to the CDN’s mapping system, which is re-
sponsible for determining how to map end-user requests to
appropriate CDN servers [34, 14]. We used these measure-
ments and supplemented them with customized traceroute
campaigns conducted from the same measurement servers.

2.1 Long-term Data Set
To capture long-term performance characteristics of server-

to-server paths we used traceroutes gathered between all pairs
(full mesh) of approximately 600 dual-stack CDN servers.
The servers, each located in a different server cluster, were
selected from over 70 different countries with approximately
39% of the servers located in the USA. Australia, Germany,
India, Japan and Canada are the next top five countries, in
order, by the number of servers present in each country and
taken together they represent 19% of the total number of
servers used in the measurement study.

The traceroutes were scheduled once every three hours be-
tween all pairs of servers over both IPv4 and IPv6 for 16
months, from January 2014 through April 2015. All tracer-
outes performed during a collection period are grouped to-
gether and annotated with an identical timestamp. The data
set contains approximately 2.6B traceroutes. A wide range
of factors, e. g., hardware and software maintenance activi-
ties, and network connectivity issues, affect any such long-
term and large-scale data collection effort and reduce the
volume of data gathered as well as the percentage of tracer-
outes that are completed. In this study we considered only
the nearly 2B (75%) traceroute measurements that are com-
plete (the traceroutes reach the intended destinations).

From the router interfaces observed in traceroute, we in-
ferred the autonomous system (AS) path by mapping the IP
addresses at each hop to an AS number (ASN) correspond-
ing to the origin AS of the longest matching prefix observed
in BGP for each IP address. Possible errors introduced by
our simple AS path inference [32, 44, 22, 11] may have no
impact with respect to our detection of changes in AS path;
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(b) A small section of the RTTs timeline exhibiting daily variations
(observe the repeating mid-day increases).

Figure 1: End-to-end RTTs observed in ICMP traceroutes done from a server in Hong Kong, HK to a server in Osaka, JP.

#traceroutes with IPv4 IPv6
complete AS-level data (70.30%) 741 (64.03%) 596

missing AS-level data (1.58%) 16 (3.32%) 30
missing IP-level data (28.12%) 296 (32.65%) 304

Table 1: Summary of traceroutes (in millions) collected be-
tween dual-stack servers

though some errors can cause either (1) detecting AS path
changes that did not occur or (2) missing changes that did
occur. In case of the former, when we compare the mea-
sured RTTs for the two, inferred (but really the same) AS
paths, we would tend to infer only a small, if any, change in
the RTTs. Thus, this tends to increase our inferred propor-
tion of AS-path changes that had little impact on RTT’s, and
thus under-represent the proportion that had significant im-
pact. As instances of significant impact are of greater interest
to us, we would just as soon have the bias in this direction.
If the error is when we do not detect a change in AS path,
we would erroneously lump together RTTs that were from
different AS paths. This tends to inflate the estimate of the
variability of RTTs and of the duration of the AS path.

Table 1 presents summary statistics of the data set and
shows that the majority of traceroutes, 70% over IPv4 and
64% over IPv6, had complete AS-level data – these tracer-
outes contained no unresponsive hops, and all IP addresses
were covered by a prefix in BGP. A small fraction of tracer-
outes (row labeled missing AS-level data) contained addresses
with no known IP-to-ASN mapping. A significant portion of
traceroutes, 28.12% over IPv4 and 32.65% over IPv6, con-
tained unresponsive hops. Traceroutes with data missing at
AS-level (because of no known IP-to-ASN mapping) or IP-
level (unresponsive hops), however, can still be used, and we
discuss how we handle these traceroutes in Section 4.

We used classic traceroute, except starting in Novem-
ber 2014 we used Paris traceroute [8] for IPv4. Routers
performing per-flow load balancing on a path between two
servers can cause classic traceroute to report erroneous IP-
level paths [8]. The AS path inferred from classic traceroute
data can contain loops in AS paths, though it is rare for the
classic traceroute algorithm to be the cause [28]. A small

fraction of traceroutes, 2.16% over IPv4 and 5.5% over IPv6,
contain AS-path loops and were not included in the analyses.
Because our measurement platform is a production CDN, we
can neither run experiments with modified versions of sup-
ported protocols (or tools), nor add support for other proto-
cols (or install new tools), viz., Tokyo Ping [36].

2.2 Short-term Data Set
We performed a series of measurements over smaller time

scales (one or more weeks) to measure short-term trends in
performance characteristics of server-to-server paths. We
analyzed server-to-server ping data collected by the CDN
from February 22nd through 28th, 2015. Servers from each
one of the several thousand clusters around the world ping a
predetermined set of servers in other clusters every 15 min-
utes to gather performance statistics. The ping data set con-
tained more than 2.9M IPv4 and approximately 1M IPv6
server pairs, each of which had at least 600 measurements
(i. e., nearly 90% or more of the total 672 possible measure-
ments per server pair).

Using the ping measurements, we identified 100K server
pairs where we observed diurnal patterns in the end-to-end
RTTs, indicative of congestion (see Section 5). We chose
a subset of 50K server pairs to ensure that the traceroute
measurements between the selected pairs complete in under
30 minutes. The selection consists of servers from around
3.5K server clusters, located in more than 1000 locations
and 100 countries. We repeated the traceroutes, over both
IPv4 and IPv6, between the selected server pairs, in either
direction, once every 30 minutes for more than two consec-
utive weeks. Finally, to infer congestion between clusters
at the same location we performed traceroute campaigns be-
tween all servers (full mesh) colocated at the same datacen-
ter or peering facility with a frequency of 30 minutes for a
period of 20 days.

3. AN ILLUSTRATIVE EXAMPLE
To illustrate the complex performance characteristics of

server-to-server paths in the core of the Internet, consider
the example in Figure 1a. Traceroutes were performed ev-
ery three hours, in each direction, over IPv4 and over IPv6,
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Figure 2: Number of unique AS paths and AS-path pairs observed in the 16-month period studied. 80% of trace timelines have
5 or fewer AS paths in IPv4, and 6 or fewer in IPv6. Pairing AS paths in the forward and reverse directions still reveals 80%
of server pairs to have 8 or fewer path pairs in IPv4, and 9 or fewer in IPv6.

between dual-stack servers, one located in a datacenter in
Hong Kong and the other in Osaka, Japan. The figure shows
the RTTs between the endpoints (from Hong Kong to Japan)
for the first six months of 2014. Focusing first on the RTTs
over IPv4 (the red line), an obvious feature is level shifts
between periods of a baseline RTT with variability above
the baseline. During periods where the baseline RTT was
above 150ms the traceroute went via the west coast of the
USA. We inferred the AS paths from the traceroutes, and at
each of the level shifts there was a change in the AS path in
one, or both, directions. Also, there were cases where the
AS path changed, but there was a negligible change in the
RTTs. This leads to the first theme of this paper: to what
extent do changes in the AS path affect round-trip times?

Another key feature of the plot is the spikes in RTT, which
are a typical feature of repeated measurements. Figure 1b
shows the daily oscillation in RTT (as opposed to individual
spikes) during the period between March 26 and April 2,
2014; this also occurs from February 14th to 22nd. A daily
oscillation in RTT is often an indication of congestion during
the busy period of the day somewhere along the path, or at
an endpoint1. A second theme of this paper is: how common
are periods of daily oscillation in RTT, and where do they
occur?

One can ask the higher level question: what affects end-to-
end performance more - routing or congestion? In Figure 1,
changes in routing seemed to have a greater impact on RTT.

Now consider the RTTs measured over IPv6 (the blue
line). To first order, it has similar features as IPv4 (the red
line). A notable level shift is on April 21, 2014, where the
route for IPv6 got much better at the same time that it got
worse for IPv4; RTTs increased by 108ms over IPv4, and

1The probes were ICMP, and routers may handle them
differently from UDP and TCP. Thus, traffic to/from end
users may not experience the same degradation as the ICMP
probes. Nevertheless, that the ICMP packets did experience
the daily oscillation in RTT is evidence of some stress on
some equipment on the path, and could foreshadow degra-
dation in performance for the user traffic.

decreased by 168ms over IPv6. During March 26th to April
2nd, the path over IPv6 also experienced a daily oscillation
in RTTs, which could have been occurring at equipment that
was in both the IPv4 and IPv6 path. A third theme of this
paper is: how does IPv4 and IPv6 compare with respect to
routing and performance?

We would like to stress that the example we selected for
illustration serves only as a candidate to highlight interesting
observations, the challenges inherent in observing and quan-
tifying them, and interesting research questions that arise.
While it is trivial to analyze manually a few cherry-picked
examples, it becomes impractical after considering only a
few tens of server pairs.

4. IMPACT OF ROUTING CHANGES
We investigated, using the long-term data set, the impact

of routing changes in the core on end-to-end RTTs between
server pairs. For simplicity, we restricted our attention to
a set of 60K server-pairs that, for at least 400 days (of the
485 days of data collection) had, on each day, at least one
traceroute between them in both directions and over both
IPv4 and IPv6 protocols. We conclude this section with a
brief analysis using the short-term data set showing that the
coarse granularity of measurements in the long-term data set
likely does not affect our results.

4.1 Methodology for Inferring Changes
To capture routing changes along the path between any

two servers, we treat the AS paths (with each hop repre-
senting a different ASN) between the servers as delimited
strings and use the edit distance between any two AS paths
as a measure of the difference between them. A zero edit
distance implies that the AS paths are the same (no change),
while a non-zero value implies a different AS-level route.

Suppose AS paths p1 : ASNa → ASNb → ASNc →
ASNd and p2 : ASNa → ASNb → ASNd were observed
in traceroutes between two servers A and B at time t1 and
t2, respectively. The edit distance computation on the path-
strings yields the value one, implying that the paths are dif-
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Figure 3: Frequency of routing changes and prevalence of popular AS paths over the course of 16 months.

ferent and one change (removal of ASNc) is required to make
p1 identical to p2. We also assume that the routing change
from p1 to p2 happened at t2. Traceroutes may contain one
or more hops either with no IP address (i. e., non-responsive
hop) or with an IP address having no known IP-to-ASN map-
ping. Although, we cannot eliminate all missing data, we
impute the missing hop (at only the AS-level) in instances
where either side of the missing hop is the same ASN.

Computing lifetimes. Since our data set contains only
one traceroute between any two servers during each three-
hour time period, we assumed an AS path observed from a
traceroute to persist for three hours. For instance, AS path
p1, in the example above, is assumed to persist during the
time interval [t1, t2), assuming t1 and t2 are consecutive
three-hour time intervals (i. e., t1 + 3 hours = t2). The
lifetime of an AS path with respect to a set of endpoints
is defined as the total time during which the AS path was
observed between the endpoints. For instance, if path p1
was observed 800 times (the periods during which p1 was
observed do not need be contiguous) in traceroutes from
server A to B, the lifetime of p1 is calculated as 2400 hours
(100 days). The AS-path in the other direction (from B to
A) might have a different lifetime depending on how many
times, if any, the path was observed. We also refer to the set
of all traceroutes from one server to another (representing a
time series) as a trace timeline. As an example, all tracer-
outes with source as server A and destination as server B
over the period of 16-months constitute one trace timeline.

4.2 Data Trends over Long-term
Unique AS paths. For each trace timeline in the long-

term data set, we count the unique AS paths and show the
ECDF of the path counts in Figure 2a. We observe that 18%
(16%) of trace timelines over IPv4 (IPv6) contained only
one AS path implying no route change (at AS-level) over
the entire duration of the data set. Approximately 80% of
the trace timelines have 5 or fewer different AS paths over
IPv4 and 6 or fewer over IPv6 over 16 months. Only 2%
of the trace-timelines over IPv4 (3% over IPv6) have 10 or
more different AS paths.

Since the paths along the forward and reverse directions

between two servers can be asymmetric, we associated the
AS path observed in the forward direction with that observed
at the same time (in a traceroute) in the reverse direction
(between the same endpoint pair) and count the number of
unique AS-path pairs. From the ECDF of the path pairs,
in Figure 2b, we find that 80% of 60K server pairs in our
data have 8 or fewer different AS-path pairs over IPv4 (and
9 or fewer over IPv6). We observe that routing changes only
cause paths between any two servers to fluctuate between a
small set of AS paths.

Prevalence of popular AS paths. Similar to [35], we de-
fine prevalence of an AS path to be the overall likelihood that
a particular AS path is observed between a server pair. Fig-
ure 3a illustrates the ECDF of the prevalence of the popular
AS paths of all trace timelines where popular AS path of a
trace timeline refers to the AS path with the longest lifetime.
The prevalence of the most popular AS paths was at least
50% for 80% of trace timelines–most trace timelines have
one dominant route or AS path. In less than 20% of the trace
timelines the prevalence of the most popular path was less
than 50% over IPv4 and 55% over IPv6; there is a greater
likelihood that these trace timelines experienced more rout-
ing changes (since the prevalence of the most popular AS
paths was less than 50%). Popular paths over IPv6 were ob-
served for relatively shorter durations in comparison to those
over IPv4.

Frequency of routing changes. For each trace timeline,
we sort the AS paths (of each traceroute) by time and com-
pare the difference (edit distance) between any two AS paths
appearing consecutively in time. A non-zero value for differ-
ence indicates a change in route between two corresponding
servers. The ECDF of the total number of route changes per
trace timeline is shown in Figure 3b, and 18% of trace time-
lines over IPv4 and 16% over IPv6 have no change for the
entire time span of 16 months. Nearly 90% of trace time-
lines have 30 or fewer changes over both protocols–if uni-
formly distributed in time, that is still less than two changes
per month.

Effect of routing changes on RTT. We retrieve the end-
to-end RTT and the AS path from each traceroute, and ag-
gregate the RTTs by AS path, separately for each trace time-



[3.0, 6.0h)

[6.0, 18.0h)

[18.0h, 3.9D)

[3.9, 15.9D)

[15.9D, 1.0M)

[1.0, 2.0M)

[2.0, 4.0M)

[4.0, 7.6M)

[7.6, 15.7M)

AS-path lifetime
[0.0, 0.8ms)[0.8, 2.2ms)[2.2, 4.0ms)[4.0, 6.1ms)[6.1, 8.8ms)[8.8, 12.3ms)[12.3, 17.3ms)[17.3, 26.1ms)[26.1, 48.3ms)[48.3ms, 2.5s)

Di
ffe

re
nc

e 
in

 R
TT

 fr
om

 b
es

t A
S-

pa
th

0.74

0.94

1.09

1.27

1.48

1.63

1.89

2.18

2.77

3.29

0.58

0.79

0.89

1.03

1.08

1.25

1.39

1.59

1.67

1.49

0.70

0.83

0.92

0.96

1.04

1.12

1.24

1.33

1.31

1.29

0.81

0.87

0.94

0.98

1.07

1.07

1.09

1.12

1.03

1.19

1.31

1.17

1.14

1.06

1.04

0.97

0.95

0.88

0.81

0.74

1.18

1.14

1.11

1.13

1.04

1.07

0.98

0.88

0.76

0.71

1.22

1.23

1.18

1.18

1.13

1.02

0.91

0.84

0.70

0.58

1.42

1.36

1.31

1.20

1.10

1.02

0.86

0.69

0.59

0.45

2.04

1.66

1.42

1.21

1.02

0.85

0.69

0.49

0.37

0.27

0.00%

0.40%

0.80%

1.20%

1.60%

2.00%

2.40%

2.80%

3.20%

(a) AS-paths over IPv4

[3.0, 6.0h)

[6.0, 21.0h)

[21.0h, 5.2D)

[5.2, 17.0D)

[17.0, 27.2D)

[27.2D, 1.7M)

[1.7, 2.9M)

[2.9, 5.3M)

[5.3, 14.6M)

AS-path lifetime
[0.0, 0.7ms)[0.7, 2.2ms)[2.2, 4.1ms)[4.1, 6.3ms)[6.3, 9.1ms)[9.1, 13.1ms)[13.1, 19.4ms)[19.4, 31.1ms)[31.1, 59.0ms)[59.0ms, 1.9s)

Di
ffe

re
nc

e 
in

 R
TT

 fr
om

 b
es

t A
S-

pa
th

0.76

0.97

1.17

1.37

1.52

1.81

2.07

2.22

2.46

2.68

0.61

0.85

0.97

1.12

1.29

1.35

1.47

1.57

1.56

1.50

0.67

0.77

0.88

0.98

1.09

1.16

1.17

1.25

1.20

1.34

0.79

0.86

0.93

0.97

1.04

1.06

1.05

0.96

1.10

1.36

1.04

1.04

1.04

1.05

1.02

1.02

0.97

1.00

0.95

0.86

1.18

1.10

1.09

1.06

1.04

1.00

0.94

0.93

0.88

0.83

1.47

1.32

1.22

1.10

1.03

0.91

0.80

0.78

0.73

0.59

1.64

1.46

1.30

1.16

1.00

0.89

0.80

0.69

0.65

0.46

1.84

1.63

1.41

1.17

0.96

0.81

0.72

0.59

0.48

0.39

0.00%

0.30%

0.60%

0.90%

1.20%

1.50%

1.80%

2.10%

2.40%

(b) AS-paths over IPv6

Figure 4: Comparing magnitudes of increase in (baseline) 10th percentile of RTTs of AS paths (each relative to the best AS
path of the corresponding trace timeline) with the lifetime of AS paths. Suffixes ‘h’, ‘M’, and ‘D’ imply ‘hours’, ‘months’ and
‘days’. Sub-optimal AS paths with significantly higher RTTs (top rows) are often short-lived (left-most columns).

line. This yields, for each trace timeline, one or more AS
path buckets each of which is associated with a set of RTTs,
and we compute the 10th and 90th percentiles of RTTs in
each bucket. The 10th percentile of a bucket captures the
baseline RTT (refer Section 3) when traversing the particu-
lar AS path (associated with the bucket), while the 90th per-
centile takes into account the spikes (refer Section 3) in RTT
over the same path. Using the 10th percentile of RTTs as
a heuristic, we denote, for each trace timeline, the AS path
with the lowest 10th percentile as the best AS path (or the
optimal route). Here “best” is in the context of the paths that
were actually observed; we do not consider hypothetical or
potential AS paths.

In any given trace timeline, hence, the difference between
the 10th percentile of the other AS paths and that of the best
AS path, quantifies the increase in RTT incurred as a result
of traversing a sub-optimal path. Naturally, trace timelines
with only one AS path are not included in this analysis. By
combining (1) the lifetimes of each sub-optimal AS path for
all trace timelines, with (2) the increase in baseline RTT of
that sub-optimal path compared to that of the best AS path
for the trace timeline, we can analyze the correlation be-
tween the two variables. Figure 4 shows, in the form of heat
maps, the scatter plot of these two variables for IPv4 and
IPv6.

In both heat maps, the X-axis shows bins corresponding
to different deciles of the distribution of AS-path lifetimes,
and the Y-axis shows bins associated with the deciles of
the distribution of magnitudes of increase in 10th percentile
of RTTs of AS paths (each relative to the best AS path of
the corresponding trace timeline). Each bin along the axes
represent half-open intervals. The X-axis bin (or interval)
[0.0, 3.0h) is not included because it has no data points; the

minimum for AS-path lifetime is 3 hours. The 0th% and
10th% of the AS-path lifetime distribution have the same
value of 3 hours. Hence, in the heat map, the first column,
corresponding to the interval [3.0, 6.0h), represents the first
two deciles of the AS-path lifetime distribution.

The value of each cell in the heat map shows the fraction
of all AS paths between the server pairs that exhibited an
increase in the RTT compared to the best path of the server
pair for a given length of time; the Y-axis reports the increase
in RTT, and the X axis reports the length of time covered by
that increase in RTT. For instance, in Figure 4a, the sixth cell
from the left in the second row from the top shows that only
0.76% of all (sub-optimal) AS paths observed at least for
one month and at most two months resulted in an increase of
at least 26.1ms and at most 48.3ms, when compared to the
best AS paths of the corresponding trace timelines.

Figure 4 shows that, for both IPv4 and IPv6 protocols,
the baseline RTTs of AS paths with longer lifetimes (in the
bottom right corner) are close in value to that of the best
AS path of corresponding trace timelines. Paths with poor-
performance (large differences in 10th percentiles from the
that of the best AS paths are often those with relatively short
lifetimes (in the top left corner). Summing the values along
a particular row provides the percentage of AS paths with
increase in baseline RTTs corresponding to the Y-axis value
of that row, and we observe that 10% of the AS paths suffer
an increase of at least 48.3ms in baseline RTTs over IPv4
and 59ms over IPv6. 20% of the paths suffer an increase of
at least 25ms in baseline RTTs. The heat maps also indicate
that both IPv4 and IPv6 exhibit similar patterns–sub-optimal
AS paths that result in significant increases in RTT are often
short-lived.

Figure 5 similarly shows a heat map for the differences in
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Figure 5: Comparing magnitudes of increase in 90th percentile of RTTs of AS paths (each relative to the best AS path of the
corresponding trace timeline) with the lifetime of AS paths. Suffixes ‘h’, ‘M’, and ‘D’ imply ‘hours’, ‘months’ and ‘days’. As
the lifetime of AS paths increases the likelihood of the paths being sub-optimal (not offering the lowest 90th percentile of RTT
compared to other paths between the corresponding server pair) decreases.
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Figure 6: Sub-optimal AS paths: approximately 1% of trace
timelines over IPv4 and 2% over IPv6 experienced at least
a 100ms increase in RTT because of sub-optimal AS paths
with prevalence of 20% or more.

the 90th percentile of RTTs of AS paths relative to the best
AS paths (with the lowest 90th percentile value), of corre-
sponding trace timelines. The heat map for the 90th per-
centile differences exhibits trends comparable to that of the
10th percentile differences. 10% of the AS paths have at
least 70ms increase in the 90th percentiles of RTTs com-
pared to that of the best paths of corresponding trace time-
lines. Instead of 10th and 90th percentiles, if we choose
standard deviation as the criterion for best path selection less
than 20% of the paths over both protocols have 20 ms or
larger increases in standard deviation compared to that of
the best path (with the lowest standard deviation of RTTs) of
corresponding trace timelines.

Figure 6 offers a different perspective to understanding the

impact of routing changes on the end-to-end RTTs of server-
to-server paths. We pick three different thresholds–20ms,
50ms, and 100ms–each denoting the least value by which
the end-to-end RTT between a server pair was increased due
to routing changes (resulting in sub-optimal AS paths). We
identify, for each trace timeline, all the sub-optimal AS paths
that increase the end-to-end RTT by at least a chosen thresh-
old value, and compute, separately for each trace timeline,
the sum of prevalence of these paths. Figure 6 shows the
ECDFs of the prevalence of sub-optimal AS paths, one for
each threshold, over both IPv4 and IPv6.

Figure 6 offers further evidence that typically a routing
change causes only a small change in RTT; the duration (or
prevalence) of the sub-optimal path is often short. Figure 6
also shows that for a minority of cases the change can be
significant. Looking at the tail of the distributions, for 10%
of trace timelines over IPv4 the (sub-optimal) AS paths that
led to at least a 20ms increase in RTTs had a prevalence of
at least 30%, i. e., pertained for at least 30% of the time. In
case of IPv6, the prevalence was at least 50%. For 1.1% of
trace timelines over IPv4 and 1.3% over IPv6, sub-optimal
AS paths resulting in at least 100ms increase in RTT had a
prevalence of at least 20% over IPv4 and 40% over IPv6.

4.3 Data Trends over Short-term
In the previous section, we showed that most server pairs

encountered relatively few AS-path changes, and that most
of these changes did not significantly affect the end-to-end
RTT of server-to-server paths. Although a small fraction of
AS paths contributed to an increase of more than 20ms in
the end-to-end RTTs, these paths were still relatively short-
lived. We acknowledge, nevertheless, that our analyses can
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Figure 7: Comparing magnitudes of increase in the (a) 10th, and (b) 90th percentiles of RTTs of AS paths (each relative to the
“best” AS path of the corresponding trace timeline) in the short-term data set. Results using traceroutes conducted 3 hours
apart (lines with suffix ‘3hr’) are not different from that using traceroutes done 30 minutes apart (lines with suffix ‘All’).

underestimate the number of AS path changes since the mea-
surements are only available at 3-hour intervals. Routing
changes can happen more frequently than every 3-hours, and
such missed events can affect the inferences made. To assess
the possible impact of the coarse granularity of measure-
ments on the inferences drawn from the long-term data set,
we turn to a subset of our short-term data set where measure-
ments are made at a comparatively finer granularity. We used
nearly 60M traceroutes gathered every 30 minutes, over a
period of 22 days, from March 10, 2015 to March 31, 2015,
between approximately 20K servers.

For each trace timeline, we paired the end-to-end RTTs of
each traceroute with the AS path revealed by the traceroute.
As explained in Section 4.2, we compute the deviations in
the 10th and 90th percentiles of RTTs of each AS path of all
trace timelines from that of the best AS path of correspond-
ing timelines. To assess the possible impact of the coarse
granularity of measurements, we repeat the computation, but
consider only a subset of traceroutes separated by at least 3
hours in time. Figure 7 shows two ECDFs of the deviations
in the 10th and 90th percentiles of RTTs associated with dif-
ferent AS paths: (a) the dotted lines, labeled ‘IPv4 All’ and
‘IPv6 All’, refer to the deviations computed by considering
all traceroutes, and (b) the solid lines, labeled ‘IPv4 3hr’ and
‘IPv6 3hr’, refer to the deviations computed by only consid-
ering the subset of traceroutes separated by at least 3 hours.
The difference between the ‘All’ and ‘3hr’ ECDFs of each
protocol is very small, indicating that the events that happen
at shorter time scales likely did not affect the overall analysis
in Section 4.2.

5. IMPACT OF CONGESTION
Is congestion the norm in the Internet core? Can we quan-

tify the impact of congestion on the end-to-end RTTs of paths
between servers? — these are the questions we examine in
this section.

5.1 Is Congestion the Norm in the Core?
We seek to identify consistent congestion, defined as a

type of congestion that has a diurnal cycle with each in-
stance of congestion lasting for a few hours, and quantify
its impact on server-to-server communication. We utilize the
Time Sequence Latency Probes (TSLP) method and the auto-
mated trace processing technique using Fast Fourier Trans-
form (FFT) described in [27] as follows. We apply the FFT
(with frequency f = 1/day) on the time series of end-to-end
RTTs between server pairs (as opposed to the difference in
RTTs on successive hops as done in [27]). We consider only
the pairs where the power spectral density (i. e., the power
signal distribution around the frequency f ) is significant. We
divide the power at frequency f by the total power, and con-
sider server pairs where this ratio is at least 0.32 (indication
of strong diurnal pattern as a significant fraction of the en-
ergy is concentrated around the 24-hour period). The above
is a simplification of the code from [27] which also detected
short-lived daily variations and marginal cases. In the rest
of the section, the word congestion refers only to consistent
congestion, unless otherwise mentioned.

We analyzed server-to-server ping measurements collected
using the CDN for a period of one week3, from February 22
through 28, 2015. Servers located in one of approximately
10K clusters around the world pinged a pre-selected set of
servers in other clusters every 15 minutes. The data set con-
tains more than 2.9M IPv4 server pairs and more than 1M
IPv6 server pairs with each pair having at least 600 (of the
672 possible) ping measurements. We calculated the differ-
ence between the 95th and 5th percentiles of RTTs per server
pair to estimate the fraction of server pairs that experienced
variations in RTTs exceeding 10ms. Less than 9.5% of the
server pairs over IPv4 and less than 4% over IPv6 observed
more than 10ms of variation in RTTs in the one-week pe-

2The choice of the threshold was based on empirical evi-
dence. We manually inspected some of the diurnal patterns
in RTTs between server pairs captured at different thresh-
olds, and settled on 0.3 as it seemed to capture the type of
consistent congestion we wanted to investigate.
3We acknowledge that this is a brief duration, but we man-
ually examined a sampling of the plots of RTTs to confirm
the existence of diurnal patterns in each day of the week.



riod. When we consider server pairs with a strong diurnal
pattern that experience such large variations in RTTs, the
percentages of server pairs over IPv4 and IPv6 drops to 2%
and 0.6% respectively. This indicates that consistent con-
gestion is not the norm in the core of the Internet; one expla-
nation, perhaps, is that links in the core are very often well
provisioned, since congestion in the core may affect thou-
sands, or even millions, of end-users. Note, however, that
peering disputes have been reported to introduce long-term
congestion in the Internet core [27] and a large population of
end-users.

5.2 Locating Congestion
Unfortunately, with the ping data it is not possible to infer

the congested router-level links. To infer the congested links
we perform traceroute campaigns utilizing, both as a van-
tage point as well as a target, the subset of servers for which
we have evidence that the path experienced congestion, as
described in the previous section. The traceroute campaigns
took place immediately after the ping campaign and lasted
for three weeks. To ensure that a traceroute campaign com-
pletes before the next one is scheduled, we set the frequency
of campaigns to 30 minutes.

We define the path from the vantage point of a traceroute
to a given hop as a segment. Moving from the first hop to-
wards the last hop (destination) of a traceroute, each segment
of the traceroute contains the previous segment in its entirety
and adds one more hop to it. To identify the segment of
a traceroute where congestion occurs, we find the first seg-
ment that contributed to the overall increase in RTT between
the endpoints of the traceroute. To reduce the chance that we
did not isolate the contribution of congestion from other dy-
namics such as routing asymmetry and routing changes, we
considered only the server pairs where the AS-level paths
between them is symmetric and the IP-level path is static in
each direction.

The algorithm works as follows. First, we create a time se-
ries of RTTs for each segment of the traceroute, and for each
direction. We then re-calculate the FFT for each time series,
with the frequency and threshold as described in the previous
section. For more than 30% of the IPv4 and IPv6 server pairs
with consistent congestion, we observe that a strong conges-
tion signal was present even weeks after the initial observa-
tion. We then infer, for these server pairs, which time series
of which segment best matches the pattern of the end-to-end
server pair delay variation in each direction; a match implies
that the corresponding segment contributes most towards the
increase in RTT between the associated server pairs.

To compare the time series of RTTs of each segment, on a
path between a server pair, with the time series of RTTs be-
tween the server pair, we use the Pearson correlation coeffi-
cient (ρ). ρ takes values between −1 and 1, with the higher
values denoting a higher similarity between the two com-
pared time series. We set the threshold to ρ = 0.5 to se-
lect the segment of a traceroute responsible for congestion
between the endpoints. An important insight is that once
we infer the first segment of the traceroute that exceeds the
threshold the following segments have similar or higher val-

ues; this is expected as the RTT level of the links in these
segments has been increased. For our results, we mark the
first segment in each direction as the congested link. Thus, it
is possible to locate congestion with high confidence when
it is found at the same link (or AS) on both directions of
the path. We are, however, aware of the complications of
traceroutes [38], and, thus, can only indicate if the conges-
tion occurs inside a network or at an interconnection of the
two networks. In the next section we describe how we dis-
tinguish between internal and interconnection links.

5.3 Identifying Router Ownership
Inferring whether a given link is an internal AS link or an

interconnection is not trivial. Our method utilizes an IP-to-
AS mapping derived from BGP data as well as CAIDA’s AS
relationship inferences from the same BGP data [29]. Be-
cause we may observe an IP address where the origin AS
of the longest matching prefix in BGP maps to ASx on a
router operated by ASy when crossing an interdomain link,
we devise a set of heuristics to annotate AS owners of routers
building on the initial AS mapping provided by BGP. Be-
cause inference of a router’s ownership is impacted by am-
biguities in traceroute (such as third-party IP addresses [44])
and flaws in IP-to-AS mappings [32, 44, 22], our method
annotates the likely owner of most, but not all interfaces. In
addition, the traceroutes we use only cover paths between
servers, and thus, we lack visibility of other paths that may
have provided constraints that enable us to infer ownership
of more routers, and stress the need for an approach that has
been thoroughly validated.

We processed all traceroute paths as a set focusing on se-
quences of IP address hops IPx, IPy, . . . , IPz revealed in the
traceroute paths, where each hop is a different IP address
and not in the IANA reserved range. Our process begins by
labeling each IP address with the possible inferences of own-
ership based on other IP addresses surrounding it in tracer-
oute paths. Figure 8 illustrates five of the six heuristics we
used and lists the names of heuristics. For instance, if both
IPx and IPy were announced by ASi, we labeled IPx as be-
ing possibly owned by ASi as in Figure 8a. We refer to
this heuristic as the first heuristic since IPx appeared before
IPy in the traceroute, and both addresses were announced by
ASi. Similarly, suppose IPy does not have an IP-to-AS map-
ping because the address was not announced in BGP, but the
IP addresses IPx and IPz at the surrounding hops were an-
nounced by ASi as in Figure 8b; in this scenario, we labeled
IPy as being possibly owned by ASi.

We also used the AS relationship inferences to inform
our ownership inferences as follows. If IPx and IPy are
announced by ASi and IPz by ASj , and ASj is a customer
of ASi, then we labeled IPy as on a router possibly owned
by ASj based on the heuristic that, to interconnect with a
provider, a customer typically uses the address assigned by
that provider, as in Figure 8c. Similarly, not shown in Fig-
ure 8, if IPx is announced by ASi and IPy by ASj , and ASj

is a provider of ASi, then we labeled IPy as on a router pos-
sibly owned by ASj using the heuristic that we observed the
address on an interface of a provider’s router that is facing
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Figure 9: Density of the congestion overhead in our dataset.

its customer.
Because of the sparsity of our traceroute data, some IP ad-

dresses are observed in paths with insufficient constraints to
make an inference. For example, there is no convention in a
peering relationship that suggests which AS provides the ad-
dress space used to establish a point-to-point link. If we had
traceroute paths that observed the same addresses towards
other networks, these paths could provide additional labels
on who the likely owner of the router is. However, when we
examined these addresses, they were often observed adja-
cent to other addresses for which we had possible labels. We
exploit this insight as follows. Suppose we observed links
IPx1− IPy , IPx2− IPy , and IPx3− IPy , and we had labeled
IPx1 and IPx2 with the same possible AS owner ASi as in
Figure 8d; we then also label IPx3 as also possibly owned by
ASi provided that ASi also announces the router’s interface
in BGP, with the assumption that traceroute paths to other
destinations might have fulfilled the first constraint as with
IPx1 and IPx2. Similarly, suppose all links observed from
unlabeled IPx were IPx− IPy1, IPx− IPy2, and IPx− IPy3,
and IPy1, IPy2 and IPy3 were all mapped to ASj and all had
owner labels as in Figure 8e; we label IPx as being possibly
owned by the AS announcing IPy1, IPy2 and IPy3 in BGP.

Once we have labeled IP addresses with their possible AS

owners, we infer, for each IP address, one AS (as the owner)
from the candidate owners available for that address. For
addresses with only one possible candidate, the algorithm
trivially assigns that candidate as the sole owner. When an
address has multiple candidate owners, if the most frequent
label applied was the first heuristic we use that correspond-
ing AS owner. Note that our approach is solving a different
problem than the heuristics proposed by Chen et. al [15].
Their work was focused on accurately inferring AS links
from traceroute paths, rather than inferring which AS op-
erates a given router.

With the inferences of AS owners of router IP addresses,
we can then infer whether a congested link is an internal
link or interconnection and infer the link type viz., provider-
to-provider (p2p) and customer-to-provider (c2p). Because
traceroutes from more than one server pair can traverse the
same link, it is possible for a link to be marked as congested
by more than one server-to-server pair - in some cases hun-
dreds of server-to-server pairs.

In our study of IPv4 traceroutes, we identified 3155 IP-IP
links to be responsible for congestion. Of these around 1768
were internal links and 1121 were interconnection links. Note,
however, that it is possible to misidentify a number of inter-
connection links as internal. Of the 1121 interconnection
links, we identified 658 to be p2p and 463 to be c2p. For
the remaining 266 links it was not possible to infer if the
link was an internal or interconnection link. Thus a higher
number of internal links are detected to be congested as com-
pared with interconnection links. However, when we weight
the links by the number of server-to-servers paths that cross
them, we find that the interconnection links are more popu-
lar. The large majority of the interconnection links with con-
gestion were private interconnects. In our datasets around 60
links that were established over the public switching fabric
of IXPs experienced congestion. This is not surprising since
most IXPs have strict service level agreements (SLAs) con-
cerning the peak utilization level and duration of the switch
port used by the members; for instance, refer to the SLA of
one of the largest IXPs AMS-IX in Amsterdam [1]. Thus, we
expect that significant congestion occurs in cross-connects.

5.4 Estimating Congestion Overhead
In Figure 9 we present the overhead due to the congestion
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Figure 10: IPv4 vs IPv6: (a) Comparison of RTT between endpoint pairs; shaded area implies where the RTT difference is
insignificant, (b) Comparison of inflation in RTT; inflation over transcontinental links is lower compared to the rest.

in our data set. For both internal and interconnection links
the typical overhead is between 20ms and 30ms. Indeed,
values in this range contribute to more than 60% of the den-
sity for both types of links. A closer investigation shows that
for server pairs within the US, values between 20ms and
30ms were responsible for close to 90% of the density. We
attribute this to the uniform way that router buffers are con-
figured with rule-of-thumb value of RTT to be 100ms. In
Europe and Asia, the density around the range of 20ms and
30ms is less prominent – close to 30%. We attribute this
to different buffer configurations used by operators, possibly
due to the differences in RTTs that may be related to the size
of the countries.

When focusing on trans-continental links the distribution
shifts to higher values, typically around 60ms. We attribute
this to higher buffer sizes due to high RTT due to trans-
continental distances. In a number of interconnection links
in Asia as well as in trans-continental links between Asia and
Europe we noticed very high values – around 90ms. One
explanation is that there may be multiple congested links in
the path that cannot be inferred with traceroute, e. g., due to
MPLS tunneling. However, from our data set, there is no
clear correlation between the geographical distance or dis-
tance in IP hops between two regions and the overhead due
to congestion. In fact, the magnitude of congestion is greater
at some closely located server pairs as compared with dis-
tantly located server pairs. Inferences from IPv6 data set are
very similar.

6. IPV4 VS IPV6
In the long-term data set, whenever we observe end-to-

end RTTs in traceroutes between any pair of source and des-
tination IP addresses, conducted at the same time, over both
IPv4 and IPv6, we calculate the difference in measured RTTs
over both protocols (RTTv4 − RTTv6); the ECDFs of the
RTT differences is shown in Figure 10a. The differences
in RTTs observed from 826M traceroutes (corresponding to
approx. 196K server pairs), show by the line labeled ‘All’
in Figure 10a, highlight that for nearly 50% of the tracer-
outes (shaded region) the end-to-end RTTs are similar (dif-

ferences in end-to-end RTTs are less than 10ms) over both
the protocols. For the remaining traceroutes, simply switch-
ing from one protocol to the other offers a reduction of more
than 10ms in latency. Looking at the tail above 50ms (be-
low −50ms) shows that for 3.7% (8.5%) of the endpoint
pairs, the RTT can be reduced by at least 50 ms by using
IPv6 instead of IPv4 (IPv4 instead of IPv6).

We also looked at a subset of traceroutes (170M tracer-
outes corresponding to 161K server pairs) that had similar
AS paths over IPv4 and IPv6, and the ECDF of the RTT dif-
ferences for this subset is also included in Figure 10a (line
labeled ‘Same AS-paths’). Even in this restricted set, the
choice of protocol is relevant for approximately 30% of the
traceroutes (RTT differences are at least 10ms). Similar to
the trend observed in the previous unrestricted case, RTTs
over IPv4 are slightly lower compared to that over IPv6;
while IPv6 offers 10ms or lesser RTT compared to IPv4 for
10% of the traceroutes, RTTs over IPv6 is higher compared
to that over IPv4 by at least 10ms for more than 18% of
the traceroutes. Overall performance between dual-stacked
servers with the same AS path in both protocols result in
much more similar delays than those that use different AS
paths, in line with similar prior studies [33].

We have ground truth on the locations of the servers in the
data set, and we analyzed traces from over 750K endpoint
pairs and computed for each pair the median RTT. For each
pair, we also calculated cRTT, defined as the time it takes for
a packet traveling at the speed of light in free space to tra-
verse the round-trip distance between the endpoint pair. We
define inflation between an endpoint pair as the ratio of the
median observed RTT to the cRTT of that endpoint pair. Fig-
ure 10b shows that in the median the observed inflation over
IPv4 (3.01) and IPv6 (3.1) do not differ much, and even at
the 90th percentiles the difference (5.3 for IPv4 and 5.9 for
IPv6) is minimal. These values are comparable to a similar
study of inflation [41] but on the end-user to server paths.
Figure 10b also shows inflation between endpoint pairs both
of which are in US, and inflation where the path between
endpoint pairs (connecting US and Germany, or US and Aus-
tralia, or US and India, or US and Japan) involves transconti-
nental links. Not surprisingly, in our data, inflation involving



transcontinental links is significantly lower compared to in-
flation between endpoints pairs in the US.

While Singla et al. [41] geolocated the end-users for com-
puting the RTT inflation, which can affect the results (de-
pending on the accuracy of the geolocation), we have ground
truth on locations of servers, and we also compare the in-
flation in RTT between the endpoints over both IPv4 and
IPv6. The inflation shown in Figure 10b is based only on
end-to-end RTTs between servers and hence, inflation in the
core most likely stem from infrastructure inefficiencies; for
instance, there are no DNS lookups or TCP handshakes in-
volved in these calculations.

7. DISCUSSION
Using server-to-server paths as a proxy to the Internet’s

core, we show that congestion is not the norm in the Inter-
net’s core and also that routing changes, for the most part,
do not significantly affect the end-to-end RTTs. Studies [45]
have shown that when the RTTs of end-user to server paths
increase significantly, a significant fraction of such instances
can be attributed to routing changes. In the context of server-
to-server paths, our results confirm, however, that the reverse
is not true: routing changes only rarely have a significant im-
pact on the end-to-end RTTs of paths.

A natural question to ask is whether the non-typical cases
are more prevalent for routing or congestion. Although we
do not have an ideal side-by-side comparison, our results
suggest that routing changes have the greater impact. Fig-
ure 6 on routing shows that for 10% of trace timelines the
(sub-optimal) AS paths that led to at least 20ms increase in
RTTs pertained for at least 30% of the study period for IPv4
and 50% for IPv6. In contrast, in Section 5 on congestion,
just 2% (much less than 10%) of the server pairs over IPv4,
and just 0.6% over IPv6, experience a strong diurnal pattern
with an increase in RTT of least 10ms. It is, nevertheless,
possible that in case of a particular server pair congestion
might be the greater issue.

The observed performance characteristics may be due
to the structural changes in Internet’s core, also referred
to as “flattening of the Internet” [38, 18, 5], or the in-
crease of peering locations [12, 13], or the pressure on tran-
sit providers to offer cheaper and competitive service [26],
or investments in alternative or parallel high-speed net-
works [41], or the deployment of the massively distributed
server infrastructures [10, 23, 34, 2, 6]; it is hard to pin-point
the exact root cause without further studies.

Studies of known peering disputes [27] show that conges-
tion of particular links that run “hot” experience unusually
high delays, but the congestion disappears in a few hours
after agreements to settle the disputes. These emphasize
the highly variable nature of the Internet’s core necessitating
continuous monitoring over longer time periods for accurate
evaluations. Our work is an example of such a continuous
monitoring over a period of 16-months.

An understandable criticism is that the view of the Inter-
net’s core from the perspective of a service provider may
be different than that of other networks, e. g., eyeball, tran-

sit. Indeed, it is possible that measurements from other plat-
forms, viz., Dasu [39], iPlane [31], may offer a different
view of the Internet’s core. Such studies can complement
our work and aid in finding the exact root causes behind the
observations.

8. CONCLUSION
In this paper, we exploit a large corpus of measurements

in both forward and reverse directions between thousands of
CDN servers to offer insights into the performance charac-
teristics of the Internet’s core. Our data suggests that signif-
icant daily oscillations in latency, herein called congestion,
is not the norm in the Internet’s core. However, at times,
some links do experience congestion, and we detected such
incidents on a greater number of internal links than intercon-
nection links. When we weight the links by the number of
server-to-servers paths that cross them, we find that the inter-
connection links are more popular. The large majority of the
interconnection links with congestion were private intercon-
nects. We also show that while routing changes typically
have marginal or no impact on the end-to-end RTTs, 4%
(7%) of routing changes on IPv4 (IPv6) increase RTTs by
at least 50ms for at least 20% of the study period. The non-
typical cases affecting RTTs are more prevalent for routing
than congestion.

This paper presents only a study of latencies in the Inter-
net’s core. We encourage follow-up work focusing on other
characteristics, viz., available bandwidth, packet loss, and
utilizing other measurement platforms to further enrich our
understanding of the Internet’s core. The similarity in per-
formance characteristics over IPv4 and IPv6 also naturally
calls for a study to understand to what extent infrastructure
is shared between IPv4 and IPv6, and we plan on addressing
this question in future work.
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