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Abstract—Latency is a key determinant of application per-
formance and, most importantly, end-user experience. While a
low latency value between any pair of endpoints will immensely
benefit the applications or data transfers between those end-
points, whether that end-to-end latency fluctuates and, if yes, to
what extent also have crucial performance implications. Recently,
Davisson et al. replicated a decade-old seminal work on assessing
the constancy of latency between arbitrary endpoints in the
Internet. In this work, we follow the approach of Davisson, albeit
with a focus on end users: We assess the constancy of latency
between end users and the servers that serve most of the content
the end users typically consume. These are the endpoints that are
of interest. We measure latencies between RIPE Atlas anchors
and the edge servers of various content delivery networks (CDNs),
both selected from diverse geographic locations and networks. We
show that end-to-end latencies between end users and CDN edge
servers are stable, with few significant spikes or variations. We
find that the durations without change for the analyzed paths are
much larger, with median maximum values at least three times
greater than those in previous studies on RIPE Atlas anchor
paths. We release our tools and analyses to foster open and
reproducible research.

Index Terms—Latency, Content delivery networks, Network
measurements

I. INTRODUCTION

Latency dictates the performance of applications and, most
importantly, end-user experiences. According to Google, an in-
crease of 100 ms reduces the daily searches per user by 0.2%,
which is significant since the searches per user is an effective
proxy for user satisfaction [1]. Similarly, a Facebook study
found that network latencies are typically the bottleneck in
optimizing the performance of large-scale Internet services [2].
A recent study on virtual reality (VR) streaming showed that
reducing the latencies between the client and the server has
substantial implications for bandwidth requirements [3]. A rich
body of prior work focused, hence, on measuring network
latencies [4], [5], [6], [7], analyzing how they impact applica-
tions’ performances [8], [9], [10], [11], [12], and investigating
methods to reduce latencies [13], [14], [15], [16].

Although reducing network latency immensely benefits all
kinds of applications, whether end-to-end latencies are stable
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or constant over a period of time has substantial performance
implications. For example, TCP throughput can severely de-
grade when it experiences substantial fluctuations in round-
trip times (RTTs) [17], [18]. Latency fluctuations, especially
non-congestive jitter, can introduce starvation with delay-
based congestion control algorithms (CCAs) [19]. A recent
study shows that even small changes in latency have fairness
implications in modern CCAs [20]. Therefore, previous work
has analyzed latency variations under three different notions
of constancy. The first such work was performed about a
quarter century ago by Zhang et al. [21]. Four years ago,
Davisson et al. reassessed the constancy of latency given
that the Internet has evolved dramatically since that original
study [22]. Although these two prior works looked at end-
to-end latencies, i.e. RTTs, across arbitrary network paths on
the Internet, we focus on latencies of paths between end users
and the servers from which they typically consume data.

Today, content delivery networks (CDNs) deliver a substan-
tial fraction of the content consumed by end users [23]. If the
end-to-end latencies of the paths between the CDN servers and
end users are constant, it will greatly benefit the delivery of
content to end users; as a consequence, the end users’ quality
of experiences (QoEs) would be high. We, therefore, apply the
methodology of Davisson et al. [22], but tailor and extend the
approach to characterize the latencies between CDN servers
and end users. We use RIPE Atlas anchors as proxies for end
users in diverse networks, as well as geographic locations,
and identify the “edge” servers of five widely used CDNs as
targets for our latency measurements. CDNs were not well-
known or widely used during the study of Zhang et al. [21];
indeed Akamai, one of the largest CDNs, gained prominence
only towards the end of 2001. Davisson et al. [22] also do not
use CDN servers in their replication.

In this work, we replicate the measurement study of Davis-
son et al. [22] to assess how constant (i.e., free from variations)
end-to-end RTTs are in the Internet. Unlike this prior work,
we focus on the RTTs of the paths between CDN servers and
end-user hosts (§III). Due to the infrastructure limitations, we
gathered our measurements once every two hours instead of
at every four minutes as in prior work, although our targets



are different and diverse than those in prior work. To this
end, we fetched the web pages of “popular” websites (from
the Hispar list [24]) and identified 100 CDN edge servers
used in serving the content on these web pages. These edge
servers, belonging to the top five widely used CDNs, served
as the targets in our study. We then chose 69 RIPE Atlas
anchors as the vantage points. In the prior work, RIPE Atlas
anchors served both as targets and vantage points [22]. Our
replication effort, hence, offers a natural extension of this
prior work [22]: Whereas prior work studied the constancy
of latency between arbitrary Atlas anchors, we focus on
the latency between such anchors and CDN edge servers.
We, then, measured the latency between our vantage points
and targets to assess their mathematical (§1V-B), operational
(§IV-C), and predictive (§IV-D) constancy.

We summarize our contributions as follows.

* We replicate the prior work ([21] and [22]) on assessing
the constancy of latency in the Internet by measuring and
analyzing the end-to-end latencies of paths between CDN edge
servers and end users.

* We show empirically that latencies of paths between end
users and CDN edge servers are largely devoid of significant
latency spikes, as well as variations. Prior work reports that
about 0.01% of the observations experience latency spikes
that are a factor of 10 or higher than the median of the
corresponding timelines. Our work, in contrast, reveals that
3.84% of the latency observations, of paths between end users
and CDN servers, experience such significant latency spikes.
About 7.5% of the latency observations deviate by at least
a factor of 2 or higher from the median observed value (in
corresponding timelines). Therefore, though latency spikes are
not typical, in the atypical cases where we observe them, they
are quite significant.

* We observe that the time durations for which the end-to-
end path latencies remained constant in our study are larger
than those reported in prior work. The median time spans for
which we observe latencies to be (mathematically) constant
are at least three times larger than the corresponding values
from prior work. Our measurements also indicate that the
median and maximum values of such change-free time periods
of Intra-AS paths are smaller than those of inter-AS paths, but
such changes do not affect the path RTTs adversely.

* We compare the observed end-to-end latencies to the
theoretically achievable minimums and show that a small
fraction of observations are substantially larger than what the
theoretical minimums.

* We release our tools and analyses as open-source artifacts
on GitHub [25].

Ethics.  This work does not raise any ethical issues.

II. RELATED WORK

End-to-end latencies of the network path between any two
endpoints have huge implications for the performance of
applications. There is, hence, a rich body of prior work on
characterizing the latencies between arbitrary endpoints on
the Internet. The measurement studies conducted by Vern

Paxson are likely the earliest large-scale studies on this topic
(e.g., [26]). Paxson’s efforts characterized the stability of end-
to-end paths (i.e., how likely were they to change over time?)
and analyzed their impact on latency. Chandrasekaran et al.
replicated this study using vantage points of a large CDN and
showed that most paths in the core of the Internet are typically
stable and changes typically do not introduce substantial
changes in end-to-end latency [27]. The scope of these studies
was on the path-level stability and its impact on latency. Our
study, in contrast, focuses on the stability of the latencies
themselves. Appel et al.[28] emphasize the importance of
using a diverse set of vantage points for network measurement,
and our vantage point and target selection approaches follow
the recommendations of this study.

Several recent studies have examined latency inflations and
their implications for the performance of networked systems
and applications [5], [4]. Singla et al. first identified infras-
tructural inefficiencies as the cause of latency inflation [5].
Building on this, Bozkurt et al. showed that reducing the
Internet’s infrastructural inefficiencies instead of optimizing
protocol overhead is the key to reducing latency inflation [4].
While we characterize the latency inflations between our
vantage points and targets, this work mostly focuses on the
stability or constancy of the observed latencies.

Martin et al., in their recent study, showed that cloud
providers reduced latencies via edge data centers, although this
approach created a ‘cloud digital divide,” where users in close
proximity to the data centers experienced a much lower latency
than those that were farther away—they showed how this
divide disproportionately affected lower-income regions [29].
Ingabire et al. measured public cloud latency with large-scale
RIPE Atlas measurements, showing that while distance was
the major cause of latency, network stability was high [30].
Bose et al. showed that Starlink users faced high CDN laten-
cies and proposed SpaceCDNs to reduce this latency by more
than 50% [31]. This work does not investigate the factors that
contribute to latency, but on whether the observed latencies
are stable over time.

To the best of our knowledge, the earliest work analyzing
the constancy of end-to-end latencies in the Internet was
from Zhang et al. [21]. Recently, Davisson et al. reproduced
this work in light of the substantial topology and technology
changes since the first study [22]. We replicate the work of
Davisson et al. but focus on the end-to-end latencies of paths
between end users and CDN edge servers—the path that end
users might typically use to consume most of their content.

III. BACKGROUND & METHODOLOGY

We characterize the end-to-end latencies of the paths over
which end users predominantly consume their data, and ana-
lyze whether these latencies are constant in terms of mathemat-
ical, operational, and predictive notions of constancy. Per the
mathematical notion of constancy, we consider the measured
latencies between two endpoints as constant if they do not
exhibit any “level shifts” in latency. Said differently, we set
aside transient variations in latencies and analyze whether the
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Fig. 1: Geographic locations of vantage points from the RIPE
Atlas platform and targets (i.e., CDN servers).

baseline latency (modulo the variations) exhibits a substantial
shift in value. This notion of a level shift in latency and
inferring them using changepoint detection algorithms is quite
common in the literature (e.g., [26], [21], [27], [22]). The op-
erational notion of constancy, in contrast to the mathematical
definition, simply defines latencies as constant if the variations
they experience are within a small finite range. A network
operator, for instance, may consider latency variations within
a range of 20ms to be simply an artifact of transient issues
or even measurement noise; only when the latencies exceed
this operational threshold, they may consider taking action to
optimize the latencies. The last, predictive notion of constancy
simply deems latencies as constant if they are predictable: If
the error in our forecast or prediction of a latency between
two endpoints (based on historical data) is within a margin of
tolerance, then we deem the latencies as predictively constant.

In this work, we measured the latencies (i.e., pings)
between vantage points that serve as proxies to end users and
the edge servers of major CDNs over a period of ten days
using the RIPE Atlas infrastructure. Although the volume of
data traversing the reverse path (i.e., from an edge server to an
end user) is typically much larger than that along the forward
path (i.e., from the end user to the edge server), the latencies of
both the paths have implications for the end user applications’
performance. Below, we explain how we select the vantage
points and targets in our study and describe how we gather
latency measurements as well as analyze them.

A. Vantage points

We used the RIPE Atlas platform to gather measurements.
We used their well-documented REST APIs to orchestrate
measurement campaigns and collect ping measurements be-
tween RIPE Atlas anchors and CDN edge servers [32]. The
Atlas infrastructure allows two types of nodes or vantage
points: probes and anchors. Probes are small, dedicated hard-
ware devices distributed worldwide to volunteers and orga-
nizations interested in participating in Internet measurement
activities [33]. Anchors, in contrast, are powerful and stable
Internet measurement devices and typically less susceptible to
interference [34]. Unlike probes, volunteers do not typically
host anchors but are maintained by the RIPE NCC and other
collaborating organizations, e.g., universities and academic
institutions. Anchors, therefore, may have higher bandwidth

TABLE I: Characteristics of vantage points and targets

Measure or Description Vantage Points Targets
#anchors or (target) domains 79 100
Unique IP-addresses 69 13,934
Unique /24 Networks 69 4545
#countries 34 56
Unique locations 74 222
Number of ASNs 27 53

Internet connectivity than probes, but this study focuses on
characterizing latency, not bandwidth. The latencies observed
from anchors may at times be smaller and more stable than
those observed from probes, but it is hard to disambiguate the
source of latency variations observed from the probes [34].
A potential future work may gather measurements from both
anchors and probes to the same targets to determine whether
the observed variations, if any, likely arise only in the last
mile. As such, the findings from this work can serve as an
optimistic lower bound on latencies that we can achieve from
the present infrastructure, which has substantial implications
for applications and is of huge interest to the networking
community (e.g., refer [5], [4], [31], [6]).

In this study, we chose 79 anchors (deployed in each of
the top 40 countries, ranked in order based on the number
of anchors hosted per country) from the RIPE Atlas infras-
tructure. We filtered out anchors with an uptime of less than
25 months (about 25%) to ensure that the selected anchors
are active and likely to respond to our probes. The selected
anchors represent vantage points in 34 countries (Fig. 1),
with about half distributed in the USA, Australia, the United
Kingdom, Japan, Brazil, and Singapore. In terms of network
diversity, the selected anchors are from 27 different ASNs,
with the top (in terms of the number of anchors) being
AS3491 (PCCW Global), AS199524 (GCORE), AS20473
(The Constant Company), AS12008 (Vercara), and AS15133
(Edgecast). Furthermore, to perform comparative analyses of
the latencies of anchors in different networks in the same ge-
ography, we chose additional anchors from different networks
in the same country.

B. Targets

Today, a substantial fraction of the content to end users
is delivered by CDNs [23], [35]. The end-to-end latencies
or RTTs of the network paths between the CDN’s (edge)
servers and end users have, hence, huge implications for the
performance of the transport protocol and, as a consequence,
end-user applications [17], [16]. We selected the edge servers
of widely used CDNs as targets for our measurements from
the RIPE Atlas anchors. We obtained the CDN edge servers by
identifying the CDN-associated domain names in the URLs of
objects on diverse web pages and resolving them to find their
IP addresses. Although our target-selection procedure focuses
on CDNs used in delivering web content, the infrastructure
is likely shared for delivering various applications or content
types today.

Selecting diverse web pages.  We sampled a set of 200
URLs comprising an equal number of landing and internal
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Fig. 2: About 70% of the timelines are complete, with all 120
measurements, and 10% are void, with no latency data

pages from the Hispar list [24]. This data set provides a rank-
ordered list of 2000 websites with one landing page and 50
internal pages per website. The rank of a website captures its
“popularity,” i.e., how often users visit that website. First, we
picked both the top 20 and the bottom 20 websites from this
data set. We then sampled, uniformly at random, {10, 20, 30}
URLSs from the websites in the rank-based intervals (20, 100],
(100, 1000], and (1000, 1980], respectively. For each of these
100 sampled landing pages, we also sampled one internal
page, uniformly at random, from the internal pages associated
with each website in the data set. This selection procedure,
therefore, captures the most popular and least popular web
pages. Analyzing the performance of the CDN infrastructure
used to serve these diverse web pages should offer us insights
into the Internet’s web-serving infrastructure.

Identifying CDN servers. ~ We crawled these web pages using
the Chrome web browser launched in headless mode. We
automated the web page crawls using Selenium [36] and
generated an HTTP archive (HAR) file for each web-page
fetch. Given a HAR file corresponding to a web-page fetch,
we can obtain the various objects on that page and the URL
from which each was served. We extracted these object-level
URLs and used a domain-to-CDN mapping utility in a prior
work [24] for identifying the servers associated with various
CDN . Since the process of determining the domains of vari-
ous CDNs is based on a set of heuristics, it might occasionally
fail. In these cases, we performed DNS resolutions on the
domain and looked up the whois information on the IP
addresses associated with the domain to identify the CDN.
When storing the various CDN domain names, we recorded
the highest and lowest ranks of the web pages where we
discovered them. Then, we sampled 100 CDN domain names
such that they sufficiently represented the wide range of web
pages we crawled. To this end, we sampled, uniformly at
random, 100 domain names, following the sampling procedure
that we used for selecting diverse web pages. We restricted
our analyses to the five widely used CDNs, namely Akamai,
Amazon Cloudfront, Cloudflare, Fastly, and Google, which,
taken together, accounted for the majority of all the CDN
domains that we identified. We chose 100 targets (or CDN
domain names) for our measurement campaigns, with 20
belonging to each of these five CDNGs.

Per Tab. I, the vantage points (i.e., CDN domain names) that
we picked resolved to 13,934 IP addresses. Before measuring

the latencies, we configured our measurement campaigns to
resolve the domain names from the vantage points. We ge-
olocalized these IP addresses using the MaxMind [37] and
IPInfo [38] geolocation databases. The predicted locations
of IP addresses from both databases were consistent at the
country level, except for a few different IP addresses where
MaxMind could not geolocalize the CDN servers. The answers
from either database were identical with respect to ASN.
The locations of the target IP addresses, as expected, repre-
sented a diverse network as well as geographic deployment
(refer Fig. 1). The target IP addresses, for instance, correspond
to about 4545 unique /24 networks, which is two orders of
magnitude more than that corresponding to the vantage points.
They are also in nearly twice as many ASNs and deployed in
60% more countries than the vantage points.

C. RTT measurements

We divided the 79 vantage points into four campaigns.
Each campaign involved about 20 vantage points gathering
ping measurements to the 100 targets. Through the four
measurements campaigns, we gathered RTTs between our
vantage points (i.e., RIPE Atlas anchors) and targets (i.e., CDN
edge servers). We repeated the campaigns every 2 hours for
10 consecutive days, including 2 weekends, from March 2nd,
2024. We ran each measurement campaign using a different
(RIPE Atlas) account because of the limits on the number of
concurrent user-defined measurements a user can run [39].

The 120 data points, each spaced 2 hours apart over a
span of 10 days, between any pair of vantage points and
target constitutes a timeline. Of the 79 anchors used in our
campaigns, 10 did not respond; the RIPE Atlas infrastructure
reported a status of abandoned for 6 anchors and disconnected
for 4 anchors, yielding 69 responsive anchors, which we used
for collecting measurements. Each campaign had one or two
unresponsive anchors, most of which were either deployed
in AS12008 or in (some ASN in) Australia. About 40% of
these unresponsive anchors came online only recently (i.e., a
few months ago), suggesting that their offline statuses could
be due to infrastructure issues. Our data set contains, hence,
69 x 100 = 6900 timelines, with most of the timelines being
complete—containing all 120 data points (Fig. 2). Each data
point of a timeline is the minimum latency (i.e., RTT) value
observed across three probes that RIPE Atlas API sends for
each ping measurement.

D. Characterizing constancy

To measure the constancy of latencies from a mathemati-
cal perspective (§1V-C), we used three different changepoint
detection algorithms: Bootstrap, RankOrder, and the Hidden
Markov model-Hierarchical Dirichlet Process (HMM-HDP).
These are the same methods used in prior work [22]. Bootstrap
and Rank Order methods (originally used in [21]) are statistical
methods to detect changes in the median; they first identify a
candidate changepoint, from a timeline of latencies, and then
apply a statistical test to determine whether it is significant.
The HMM-HDP method is a non-parametric Bayesian model



- 1.0 1.0 o i e e
L0 Cintra-ASN P e = AS-AS P ==
0.8 = Inter-ASN ’( 0.8 - = EU-EU ?/’—_ 0.8
iy w — NA-NA
L 0.6 Both \ L 067~ NANA L 0.6
O 0.4 Q0.4 EU-NA J Q0.4 = Intra-ASN
0.2 0.2 - “ 0.2 = Inter-ASN
) ) o ) — Both
0.0 0.0 JamE=ET - 0.0-1
| T T 1 1 1T 1T 11T | T 1T T 1T 1 rrrri | T T 171 | T T 171 | T T 17T | T T 171 |
1073 1072 107! 10° 10' 102 0 1 0 100 200 300 400

Ratio of RTT to median

(a) Spikes in intra-ASN and inter-ASN paths (b) Spikes in intra- and inter-continental paths

Ratio of RTT to median

Inter-quartile range of latency (ms)

(c) Variations in latency
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that has an infinite number of states and is time dependent that
makes it flexible enough to adapt to diverse time series [40].
Davisson et al. observed manually that the HMM-HDP method
is more precise that the Rank Order and the Bootstrap method,
that is, it detects fewer erroneous change points. We re-
implemented the first two algorithms in Python based on their
descriptions from Zhang et al. [21]. Davisson et al. used
the implementation of the HMM-HDP algorithm provided
by the RIPE Atlas platform [22], but that implementation
has since been deprecated and removed. Instead, we found
an open-source algorithm implementation in Julia [41]. We
manually verified the implementation’s accuracy using some
sample timelines of (real and synthetic) latency observations
and integrated it with the rest of our Python code for analyses.
For assessing the operational constancy of latency (§IV-C),
we simply discard variations using different thresholds and
check whether the resulting latency timeline is constant. We
used three methods for quantifying the predictive constancy
of latencies (§IV-D). They are the simple moving average
(SMA), exponentially weighted moving average (EWMA), and
Kalman filter; these methods “smoothen” short-term latency
variations in a timeline and help predict latencies in the
future. The SMA uses an unweighted mean of the past W
observations, providing a simple and interpretable method to
smoothen timelines. The EWMA, in contrast to SMA, weights
older observations exponentially based on a smoothing factor
a. Since it weights recent observations more strongly than
older ones, it quickly adapts to short-term trends in latencies.
The Kalman filter is a recursive approach to predict the
true state of a system from a series of noisy measurements.
We use a simplified 1D Kalman filter with P as process
variance (how stable you expect the real timeline to be)
and @ as measurement variance (how noisy you expect the
measurements to be).

IV. THE STATE OF THE INTERNET’S EDGE

We now present the insights from our empirical observations
of the end-to-end RTTs between the RIPE Atlas anchors and
edge servers of various CDN servers. First, we discuss the
spikes and variations in RTTs of various timelines. Then,
we analyze the timelines in terms of the three notions of

constancy. Lastly, we quantify how much the observed RTTs
deviates from the theoretical minimum we can achieve be-
tween any pair of the endpoints in our study.

A. Latency spikes and variations

We begin by characterizing the latency spikes in our data
set. We calculate the median RTT for each timeline (i.e., each
distinct vantage point-target pair) and normalized each RTT
observation for that timeline by its median, similar to prior
work [21], [22]. The CDF of these ratios of normalized RTTs
across all timelines (Fig. 3a) reveals that only 3.84% of the
latency observations indicate spikes of large magnitude, i.e.,
latencies that are a factor of 10 larger than the median latency
of the corresponding timeline. The prior work, in contrast,
reports only 0.01% of the latency observations exhibiting such
significant spikes [22]. If we consider, for each timeline, a
factor of 2 or larger latency deviations from the timeline’s
median as a significant spike, only 7.5% of the observations
indicate significant spikes in latencies.

The latency spikes are not distributed uniformly across the
different networks (of vantage points and targets) in our study
but focused on a small number of networks. For this analysis,
we first identified the ASNs associated with the endpoints in
our study; for the vantage points, we retrieved this information
using the RIPE Atlas APIs. If we group the timelines based
on the source ASNs (i.e., ASNs of vantage points), we
observe that a few ASNs are responsible for most spikes.
Two of the largest contributors are AS3491 and AS202422,
each contributing about 30% of the observed latency spikes;
the former is a tier-1 AS with about 700 peers and nearly
16000 ASes in its customer cone, while the latter is a small
“eyeball” AS (in Luxembourg) that announces only a handful
of IPv4 prefixes. Among the destination ASNs, we found four
of the five CDNs we selected in our study (Cloudflare was
the exception) appearing frequently as the destination ASN
of a timeline with a substantial latency spike. These latency
spikes were consistent across all days—both weekdays and
weekends—in our study period.

We observed most latency spikes on inter-ASN paths, i.e.,
where the endpoints belonged to different ASNs (Fig. 3a).
The largest latency spikes in the intra-ASN paths are about



a factor of three or lower than those observed in the inter-
ASN paths. Still, most timelines in our study constitute the
inter-ASN path. Also, intra-continental timelines have more
latency spikes than inter continental spikes (Fig. 3b). The
median values of RTTs for the latter are higher than those
of the former; smaller deviations in the RTTs observed in
intra-continental timelines could, hence, contribute to a latency
spike. A substantial number of latency spikes, nearly two-
thirds of the total, were on timelines with the destination (or
target) being in North America, irrespective of their ASNs.
A third of these timelines have the source (or vantage point)
in North America; these intra-continental paths (i.e., between
endpoints in North America) account for about 21% of the
overall latency spikes observed across all timelines.

Our measurements indicate that on the paths between end

users and CDN edge servers, latency spikes are typically rare.
Still, a non-negligible fraction of paths experience substantial
latency spikes. The CDF of the inter-quartile ranges (IQRs)
of latencies of all timelines reveals that for about 70% of the
timelines (Fig. 3c), variations in latencies are marginal (i.e.,
IQR is only a few milliseconds). Approximately half the paths
virtually experienced no latency variations. About 5% of the
timelines, however, exhibit substantial latency variations—an
IQR of at least 100 ms. When we compare IQRs of latencies
of inter-ASN paths with those of intra-ASN paths, we observe
that the maximum latency variation observed in the intra-ASN
paths is at least a factor of four smaller than that in the inter-
ASN paths.
Takeaways. End-to-end latencies of paths between end users
and CDN edge servers are typically quite stable—spikes are
rare, and variations are small, if any. Nevertheless, a non-
negligible fraction of observations indicates significant latency
spikes and variations.

B. Mathematical constancy of latencies

We use three different changepoint detection algorithms—
Bootstrap, RankOrder, and HMM-HDP (§III)—for determin-
ing where the observed latencies on any given timeline exhibit
a level shift, if any. We utilized these changepoints to quantify
the duration for which the observed RTTs in each timeline
stays constant. Lastly, the changepoints are performance ag-
nostic: They simply indicate a level shift in end-to-end RTTs,
regardless of whether that change increased or decreased the
path latency.

Analyzing changepoint detection algorithms.  We ran all
three algorithms on each timeline in our data set. Per Fig. 2
except for a small fraction of timelines with no latency mea-
surements, timelines are typically complete, with a few (i.e.,
358 or 6% of) timelines having one or more missing observa-
tions. Most of these timelines also exhibit little, if any, latency
variations (Fig. 3c). As a consequence, all three changepoint
detection algorithms report no level shifts (or changepoints)
for about half of the timelines (Fig. 4a). While Bootstrap
and RankOrder do not detect any level shifts for nearly 66%
of the timelines, the corresponding fraction when using the
HMM-HDP method is only 43% of the timelines. HMM-HDP

typically detects more changes than the other two methods:
The 99" percentile of the number of changepoints detected
are 4, 6, and 16.61 for Bootstrap, RankOrder, and HMM-HDP,
respectively. These findings concerning the coverage align
with observations in prior work [22]. We skipped validation
of the accuracy of the HMM-HDP method since prior work
has already demonstrated that HMM-HDP fares better than
the other two approaches except for a few inaccuracies in the
detected changepoints.

Change-free regions (CFRs). We now examine the distri-
bution of the time durations between any two changepoints
detected by the three methods (Fig. 4b). Since HMM-HDP
detects more changepoints than the other two, the CFR dura-
tions reported by this method are smaller than those reported
by the other two methods. The median CFR durations for the
HMM-HDP method is about 50 hours, while those for the
other two are about a factor of three larger (i.e., 140 and 150
hours for the RankOrder and Bootstrap methods, respectively).
Compared to the median CFR duration of about 30 minutes
(computed using the HMM-HDP method) for latencies of
network paths between arbitrary anchors in Davisson et al.’s
study [22], the median CFR duration observed across the
paths between anchors and CDN edge server are an order of
magnitude larger. In other words, on the paths over which end
users typically fetch their data over the Internet, the latencies
are constant (or stable) for much longer time periods than those
of paths between arbitrary vantage points in the Internet. If we
combine this observation with those concerning latency spikes
and variations, it appears that these end-to-end path latencies
are quite stable, but when they change they may experience
a significant shift in value. Perhaps these occasional latency
spikes and/or variations might be due to inevitable path-level
changes in the Internet between the endpoints [27].
Maximum CFR durations.  For each timeline, we then cal-
culated the maximum CFR duration; the larger this value,
the longer the time period an endpoint pair experienced near
constant latency. The CDFs of maximum CFR durations of all
timelines, shown in Fig. 4c, reveal a maximum CFR duration
of about 9 days, which is three times larger than the value of
3 days reported in prior work [22]. This observation, especially
given that we observe two orders of magnitude larger spikes
than those in prior work, may seem contradictory. We note,
however, that latency spikes are transient “blips” in latency
observations, whereas changepoints represent “level shifts”
in (baseline) latency observations. Changepoint detection al-
gorithms are designed, by construction, to ignore transient
variations; they identify locations in a timeline where latency
observations denote a significant and permanent shift in the
baseline value. Lastly, since our measurements are two hours
apart instead of five minutes, as in prior work, it is quite
feasible for us to detect more latency spikes but longer change-
free regions than those in prior work.

CFR of inter and intra-AS paths.  To analyze the difference
in CFR durations, if any, of inter-AS and intra-AS paths,
we computed the CDFs of the CFR durations for each of
these two categories separately. For this analysis, we restrict
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our attention to using just the HMM-HDP method, which is
typically more accurate than the others. Per Fig. 5, the intra-
AS paths in our measurements reveal a smaller CFR duration
than inter-AS paths; the median CFR duration for the former
is about 20 hours, a factor of 2.5 smaller than that of the
latter, which is about 50 hours. Nearly 40% of the intra-
AS paths report a maximum CFR period that is smaller than
those of inter-AS paths. Our earlier observations concerning
latency spikes and variations (refer Fig. 3) showed that intra-
AS paths experienced far fewer latency spikes and variations.
These observations perhaps collectively suggest that the intra-
AS paths might be experiencing changes more frequently
than inter-AS paths; the former are within the control of an
AS, and the network operator might routinely perform traffic
engineering for optimizing the performance of paths. Though
the HMM-HDP methods detects these level shifts in RTTs,
the impact on latencies seems rather positive.

Takeaways. The end-to-end latencies of network paths, over
which end users typically consume bandwidth, are quite stable,

TABLE 1II: Max. CFR durations (in hours) under different
thresholds of operational constancy; larger the threshold the
less “stricter” the notion of constancy

Thresh. avg. Pss Pso P Poyg sdev.
100 207.8 228.0 240.0 240.0 240.0 656

50 191.1 156.0 240.0 240.0 240.0 77.8

25 1732 108.0 2340 240.0 240.0 86.5

i.e., free from frequent level shifts in latencies. Compared to
prior work [22], the CFR durations of the paths we analyzed
are an order of magnitude larger, and the median maximum
CFR durations are at least three times larger. The median and
maximum CFR durations of Intra-AS paths are smaller than
those of inter-AS paths, but, based on §IV-A, these changes
do not seem to affect the path RTTs adversely.

C. Operational constancy of latencies

We can consider latencies as operationally constant if the
variations are within certain bounds (or thresholds) that can
be treated as “constant” or “equivalent” from a (network)
operational perspective. In Zhang et al.’s work, for instance,
they consider latency variations within various intervals such
as 0-100ms and 100-200ms, etc., and re-evaluate how ig-
noring the variations within the intervals affect the CFR
durations [21]. Davisson et al. repeated this analysis and
observed that 95% of their traces had maximum CFR durations
of 24 hours or longer. To put our findings in perspective with
those from these two prior works, we repeated this analysis
under different thresholds or latency intervals that can be
deemed operationally equivalent (Tab. II). In performing these
analyses, we assume that any two latency observations of a
timeline are spaced exactly 2 hours apart. In reality, sometimes
the measurements might, however, be spaced closer: The RIPE
Atlas platform, for instance, randomizes the starting times and
ordering of measurements. The interval between observations
should, nevertheless, be about 2 hours on average.

Even under the more stringent notion of mathematical
constancy (Fig. 4c), we observe that in the median, the
maximum CFR for the HMM-HDP method is about 220 hours
(or 9 days). Compared to prior work, per this plot, 95% of the
timelines (or paths) report a maximum CFR duration of about



TABLE III: Prediction error for EWMA with different values
for smoothing factor o

a avg. Pso Pog  sdev.
0.5 027 004 376 0.68
0.25 038 0.07 4.19 0.80
0.125 043 0.09 435 0.85
0.01 050 0.11 439 0091

100 hours or longer. If we, however, consider latency varia-
tions within an interval of 100 ms to be operationally equiva-
lent, the median CFR durations cover the entire measurement
period. At this threshold, the timelines basically are devoid
of any latency changes or level shifts from an operational
perspective. Even if we lower the threshold for operational
equivalency to 25 ms, the median maximum CFR duration is
only 6 hours short of spanning the entire measurement period.
Takeaways.  End-to-end latencies along paths between end
users and CDN edge servers show little to no changes (or level
shifts) from an operational perspective. Compared to prior
work, 95% of the paths have a maximum CFR duration of 100
hours or longer—a factor of 4 or higher than that reported in
prior work.

D. Predictive constancy of latencies

The predictive notion of constancy measures the error in
predicting end-to-end latencies (given a sequence of prior ob-
servations). Similar to prior work [22], we use two families of
predictors: SMA and EWMA. We then compute the prediction

error as follows.
log (predicted> H
actual

The choice of the log error comes from prior work [21], [22].
Mean Squared Error (MSE) and Mean Absolute Error (MAE)
are absolute metrics of error, while log error is relative. In
scenarios where data spans multiple orders of magnitude (e.g.,
latency measurements), log error is a more interpretable error
than absolute metrics such as mean squared error or mean
absolute error. We used EWMA with a range of different
values for the smoothing factor «, and the prediction errors,
regardless of the choice of the smoothing factor, are typically
quite small (Tab. III). Similarly, we computed the prediction
errors using SMA with different values of window sizes (W),
and the errors do not vary much (Tab. IV). The prediction
errors for the SMA predictor are, however, larger than those for
the EWMA predictor, indicating the simple moving averages
do not suffice; small deviations within a concerned window of
observations might increase the prediction error.

The measurement intervals in our study are coarse-grained
(IITI-C) compared to prior work [22]—every two hours instead
of four minutes. This difference has implications specifically
for the accuracy of the analyses concerning the predictive
constancy of latency measurements: The prediction errors we
observe are larger than those reported by Davisson et al. [22].
We observe that if we use a more involved filter, e.g., the
Kalman filter, we can reduce the prediction error despite

Prediction Error = E [

TABLE IV: Prediction error for SMA with window size W (in
number of data-points)

W  avg. Pso Pog  sdev.
2 043 0.07 493 0.96
4 045 008 4.68 093
8 047 010 457 092

16 048 0.10 455 091

32 051 012 455 092

TABLE V: Prediction error with a Kalman filter with process
variance (P) and measurement variance (Q)

P Q avg. P50 P99 sdev.
le-6 le-2 050 0.12 450 091
le-5 le2 049 0.11 448 0.89
le-4 le2 044 0.09 439 0.86
le-3 le-2 036 0.07 416 0.79
le2 le2 022 003 347 0.61

the coarse granularity of our measurements; as P increases,
the predicted values shift closer in magnitude to the actual
observations (Tab. V).

Takeaways.  Our analysis indicates that the error in predict-
ing latency based on the observed latencies is, in the median,
quite small. The prediction errors we observe are, however,
larger than those reported by Davisson et al. [22], but the
differences are likely from the differences in the scale and
scope of the studies.

E. Latency inflation

Until now, we compared the end-to-end RTTs of each
timeline to the best of what we observed to be empirically
feasible in that timeline. In other words, we characterized
how observed latencies deviate from each timeline’s minimum
empirically measured values. We now compare our latency ob-
servations to the theoretical minimal latency for characterizing
latency inflations.

We define latency latency inflation as the ratio of the actual
observed RTT to the theoretically achievable minimum RTT.
For computing the theoretical minimum latency, we assume
that the endpoints are connected over the shortest distance on
the surface of the Earth (i.e., great-circle distance) using fiber
optic cables. The maximum propagation speed of light in fiber
optics, given the typical refractive index of the medium, is two-
thirds the speed of light in free space. To calculate the distance
between endpoints, we must know their physical locations on
the surface of the Earth. For the vantage points, we use the
user-provided location information on RIPE Atlas. Although
RIPE Atlas might intentionally introduce some uncertainty
in these location data for privacy reasons, the accuracy of
these estimates suffices for our analyses. We gelocated the
target IP addresses (i.e., CDN’s edge servers) using the IPInfo
geolocation service [38]. Given the latitude and longitude
coordinates of a pair of endpoints, we determine the great-
circle distance between them using the Haversine formula [42].

In principle, the latency inflation (ratio) should be greater
than or equal to 1 since the observations will otherwise violate
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are higher than those observed on intercontinental paths.

the fundamental speed-of-light constraint. The CDFs of the
minimum, median, and 90™ of latency inflations in our study
(Fig. 6a), however, reveal that approximately more than half
of the latency measurements exhibit an inflation ratio that
is lesser than 1. We examined the distances between the
endpoints with measurements showing an inflation of less than
one and found that they are at least separated by 100km
and by approximately 9000 km in the median. The less-than-
one inflation ratios, therefore, likely stem from inaccuracies in
geolocating the IP addresses of the targets. Such inaccuracies
significantly affect the theoretical minimum calculation, lead-
ing to unreliable inflation values. These findings highlight the
limitations of using geolocation databases for precise latency
modeling and suggest that improvements in geolocation accu-
racy are essential for more reliable latency-inflation analyses.
A small but non-trivial fraction of latency observations,
nevertheless, exhibit substantial inflation. The median latency
inflations observed for about 10% of the timelines are at
least two orders of magnitude larger than what is theoretically
feasible (Fig. 6a). Furthermore, the median latency inflation
in inter-AS paths is higher than that observed in intra-AS
paths (Fig. 6b); the worst-case latencies in inter-AS paths are
at least an order of magnitude larger than those observed in
intra-AS paths. We then categorized the timelines based on the
geographical locations of the vantage points and targets into
intercontinental and intracontinental paths. The distribution
of median inflations in each of these groups (a subset of
which are shown in Fig. 6c) indicates that intercontinental
paths experience lesser latency inflations, in the tail, than the
intracontinental paths.
Takeaways. A small but non-trivial fraction of observations
exhibit substantial inflation (i.e., more than two orders of mag-
nitude) in latencies. Many of the computed latency inflations
are less than one, which also unambiguously suggests the ac-
curacy limitations of freely available geolocation databases.

V. CONCLUSION

In this work, we analyzed the end-to-end latencies of the
network paths between end users and CDN edge servers.
Since CDNs serve most of the content to end users today,
a characterization of the latency of these paths will help

in estimating the performance of end-user applications and
identifying opportunities for improvements. We find that la-
tency spikes are rare, and paths typically experience minimal
variations. A small, but non-trivial fraction of endpoint pairs,
however, manifests atypical results. About 7.5% of the ob-
servations, for instance, deviate by at least a factor of 2 or
higher than the median latency observed for the concerned
path. Nearly 4% of the observations demonstrate spikes that
are a factor of 10 or higher, compared to the median of
corresponding paths, in magnitude. Though these findings
are quite large compared to those reported (0.01%) in prior
work [22], the time periods during which the end-to-end paths
in our study exhibited “constant” latencies were at least an
order of magnitude larger than those of that prior work. These
findings suggest that while CDNs along with infrastructural
improvements and protocol optimizations have substantially
helped in improving the stability or constancy of latency, when
latencies vary (perhaps because of path changes, outages, etc.)
the shifts in latencies are sometimes quite substantial.

We hope our work inspires further investigation into the
underlying factors contributing to latency or their variations.
Our analysis indicated cyclic level shifts in some timelines,
with patterns often following daily or weekly periods. These
shifts may result from routing changes, such as per-packet
load balancing, but could also be due to routine network
maintenance activities. To better understand these phenom-
ena, fine-grained experiments on timelines with such level
shifts could help distinguish between isolated anomalies and
recurring patterns. Replicating this study for IPv6 and also
augmenting it with fine-grained path-level analyses can shed
light on the factors that affect the end-to-end latencies.
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